
Problem Set 2

PhD Course in Probability and Statistics, Part I

Below, you find a number of exercises you can attempt during the course. They are not
assessed but complement the material in class. It is strongly recommended you try them without
looking at the solutions (which will be posted a little bit later).

Problems

1. Prove: for every real-valued random variable X and every positive real number a, we have∫ ∞
−∞

P (x < X ≤ x+ a) dx = a.

2. Let X1, X2, . . . , Xn be integrable (i.e., E|Xk| <∞), and let Y = max1≤k≤nXk.

(a) Prove that Y is also integrable.

(b) Prove that E[Xk] ≤ E[Y ] for all k ∈ {1, 2, . . . , n}.
(c) Show by means of a counterexample that E[|Xk|] ≤ E[|Y |] does not necessarily hold.

3. Let X1, X2, . . . , Xn be random variables, and set Y = supn |Xn|. Prove that Y is integrable
if and only if there exists an integrable random variable Z such that |Xn| ≤ Z (almost
surely) for all n.

4. Let X1, X2, . . . , Xn be independent, identically distributed random variables with E[X4
i ] <

∞, and set µ = E[Xi], σ
2 = Var(Xi) and µ4 = E[(Xi − µ)4]. Set

Xn =
1

n

n∑
k=1

Xk and m2
n =

1

n

n∑
k=1

(Xk −Xn)2.

Prove that

E[m2
n] =

n− 1

n
σ2,

Var(m2
n) =

µ4 − σ4

n
− 2µ4 − 4σ4

n2
+
µ4 − 3σ4

n3
.

5. Let X be a non-negative random variable. Show that

lim
n→∞

nE

(
1

X
IX>n

)
= 0

and

lim
n→∞

1

n
E[XIX<n] = 0.

Here, I is an indicator function: IX>n = 1 if X > n, and IX>n = 0 otherwise.
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6. Let X be a non-negative random variable and write MX(t) = E(exp(tX)) (the function M
is called the moment generating function of X). Note that MX(t) exists for all t, but
may be infinite.

(a) Assume that MX(θ),M(−θ) < ∞ for some θ > 0. Show that there exists a constant
C > 0 such that MX(s) ≤ C for all s ∈ [−θ, θ].

(b) Assume that MX(t) <∞ for all t ∈ R. Show that order k derivatives of the moment
generating exist and

dk

dtk
MX(t) = E(XketX).

(c) Conclude that if MX(t) <∞ for all t ∈ R then all moments of X exist, i.e. E(|X|k) <
∞.

7. A stick of length 1 is broken at a random point, which means that the length of the
remaining piece follows the uniform distribution on [0, 1]. The remaining piece is broken
again at a random point, and so on. Let Xn be the length of the piece that remains after
the stick has been broken n times. Prove that logXn

n converges almost surely to a constant,
and determine that constant.

8. Let X be a positive random variable with finite variance, and let λ ∈ (0, 1). Prove that

P (X ≥ λ · E[X]) ≥ (1− λ)2
(E[X])2

E[X2]
.

Hint: Use the identity X = XIX≥λE[X] + XIX<λE[X] to show that (1 − λ)E[X] ≤
E[XIX≥λE[X]].

9. For every positive integer n, let pn be a real number in the interval (0, 1). Consider a
sequence of n dots. Each of them is coloured red with probability pn and green with
probability 1− pn, and the colours of the dots are independent of each other.

(a) Let Pn be the number of pairs of consecutive dots that are both red. Determine E[Pn].

(b) Use Markov’s inequality to prove: if limn→∞
√
npn = 0, then the probability qn =

P (Pn > 0) that there are two consecutive red dots tends to 0 as n→∞.

(c) Prove the converse of (b): if
√
npn does not tend to 0, then the probability qn does

not tend to 0 either.

10. Let Ω = {HHH,HHT,HTH,HTT, THH, THT, TTH, TTT} represent the outcome of
three sequential coin tosses (in order either Heads or Tails). Assume that the coin tosses
are independent of each other and that the coin is fair. Let XH = number of heads, let E
be the event that there are an odd number of heads in ω ∈ Ω, and write ZH = (XH − 1)2

Compute

(a) E(X | E),

(b) E(X | Y ),

(c) E(Y | X).
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